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1 Introduction

The security policy model (SPM) is the apex of the assurance argument in the development of a
trustworthy system. A system is trustworthy if the probability of a catastrophic flaw remaining
after testing and review is acceptably low [34]. In our case, the correct behavior is described
informally in a security policy. The SPM presents the constraints of the security policy in a
way that can be analyzed formally. It guides the developer toward a secure design and imple-
mentation and helps the developer demonstrate rigorously that the system enforces its security
policy. The SPM describes the system’s security-relevant behavior for the user. Without the
SPM, the security-relevant goals of the system are not well-defined for the developer, the user,
or the evaluator. The SPM expresses the definition of security for a trusted system.

In this chapter, we will instruct the evaluator in the assessment that an SPM fulfills the
purposes identified above. We will identify the structure of an SPM and guide the evaluator in
the analysis of this structure. The SPM is influenced heavily by the critical requirements of the
trusted system. These requirements determine the system entities that must be modeled and the
relationships between those entities. We will discuss one way to determine if the appropriate
entities and relationships have been modeled and if the critical requirements on those entities
have been satisfied.

We will not try to determine what constitutes a good definition of security for a trusted sys-
tem. Much research has been performed already regarding good definitions of security. Sig-
nificant coverage of this research may be found in the work of Landwehr [17], Millen [27],
Williams [32], and McLean [25]. Rather than repeat what has already been summarized ef-
fectively, we will concentrate on the evaluation of the structures in the SPM that support the
definition of security.

This chapter is divided into six sections. In the second section, “An Evaluator’s Overview”,
we present the attributes of a good SPM and its purposes for the developer, the evaluator, and
the user. We also identify the resources for evaluating an SPM.

In the third section, “Understanding Modeling”, we discuss the task of modeling beyond
the limited context of security. Here the parts of the model are identified, and the qualities of
effective communication are discussed.

In the fourth section, “Modeling Security”, we consider how the model’s elements are inter-
preted for security and what role they play for assurance. The discussion in this section forms
the groundwork for the SPM’s evaluation.

In the fifth section, “The Trusted Product SPM”, we examine the modeling issues for a
trusted system that is based on a trusted product.

Finally, the sixth section, “The Evaluation”, presents a set of guidelines for evaluating the
SPM. Not intended as a checklist, this section offers motivating questions for the evaluator.

1



-

Security
Policy SPM TLS

? ? ?
System

Requirements
Review

System
Design
Review

Preliminary
Design
Review

Figure 1: SPM in the Development Life Cycle

2 Overview of the SPM

This section summarizes for the evaluator the characteristics of an acceptable SPM, including
answers to some commonly asked questions, a discussion of how the SPM is produced and an
elaboration of the purposes it serves for the developer, the user and the evaluator. The modeling
exercise itself will be discussed more thoroughly later.

2.1 Commonly Asked Questions

What is an SPM?

The SPM is a mathematical restatement of the security policy that must be enforced by the
computer system. It provides the definition of security for the computer system. It is used to
analyze the policy for consistency and to clarify the definition of security of the trusted system
for the user, the developer and the evaluator.

Why do I need it?

The SPM plays a crucial role in the construction of the assurance argument that the system
enforces the policy, because it identifies constraints on the behavior of the system and can be
subjected to formal analysis.

When is it developed?

The SPM is delivered early in the development life cycle. It is written after the security
policy is complete, and before the top-level specification (TLS) of the design is approved. A
typical timeline for security policy, SPM and TLS completion is illustrated in Figure 1. Each
vertical hash in the timeline represents a milestone in the system development, e.g., the security
policy is completed before the system requirements review. The names of these milestones
may vary.

One of the challenges facing every trusted system development is the proper integration
of system engineering and security engineering. Too often a developer adopts two parallel
development paths: one for the security engineering deliverables and one for the system engi-
neering deliverables. This approach is rarely successful. The two development teams diverge
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quickly because they must satisfy different standards: a security standard (TCSEC) and a soft-
ware development standard (DOD-STD-2167A Defense System Software Development [6]).
The software development standard enumerates the documents and other products to be deliv-
ered during the development of an automated data processing system, but it does not acknowl-
edge the security deliverables required by the TCSEC. Consequently, if the system engineering
team proceeds without knowledge of the assurance requirements mandated by the TCSEC, the
trusted system may fail evaluation. Instead, the developer should proceed carefully with an in-
tegrated engineering team.

Finally, the SPM should be maintained along with the system. While Figure 1 illustrates
a waterfall approach to system development, in reality the SPM may be updated even after
its acceptance at System Design Review. The SPM is much more than just a deliverable in
a product lifecycle. It should be the keystone of what is enforced by the system. It should
be revisited at each stage of the development lifecycle, and it should be reinterpreted, at least
informally, for each refinement of the design.

What resources must be devoted to its evaluation?

The evaluation of the SPM is not a trivial task. The time and effort to be allocated to the
SPM and all other tasks are discussed in the handbook chapter on certification. Another good
source for guidance on trusted system procurement is [7]. The discussion below focuses on
the human resource — the specific qualities of the SPM evaluator.

An evaluator should understand the evaluation criteria, i.e., the TCSEC, and its modeling
requirements thoroughly. The evaluator must be prepared to interpret the criteria’s require-
ments for the trusted system. Much guidance exists for understanding the TCSEC’s modeling
requirements, e.g., [32] and [27], but this chapter is among the first to describe how these re-
quirements apply to trusted systems.

The evaluator should understand the security policy and the overall mission thoroughly.
The evaluator must recommend clarifications in the security policy whenever the SPM sug-
gests ambiguities. The evaluator will often be an arbiter between the developer and the cus-
tomer over security policy interpretation. The evaluator should also be aware of the system
architecture assumptions that underlie the development of the SPM, in order to assess whether
the SPM is complete.

The evaluator should be well grounded in mathematics and formal methods. It would be
helpful for the evaluator to be familiar with automated specification and verification tools. Al-
though these tools are not required for all developments, e.g., TCSEC developments targeted
below A1, the rigor they impose is valuable in most developments. The evaluator should feel
comfortable reading the SPM’s mathematical notation without an English translation.

2.2 The Security Policy

The statement that the SPM is a ‘model of the security policy’ is altogether too vague since the
term ‘security policy’ can mean many things. We view the security policy that is modeled as
the automated security policy [39]. Figure 2 illustrates how the security policy for the computer
(the COMPUSEC policy) is derived.

National security policy objectives influence the security policy that is adopted by an orga-
nization, and the latter policy, along with the goals of the mission and the known threats to that
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mission, determine the information security (INFOSEC) policy (as discussed by Payne [35])
and operational requirements for the mission. The INFOSEC discipline and its policy can be
divided into several subdisciplines — each with its own policy concerns. They include

� COMPUSEC – computer security requirements, i.e., constraints on the computer hard-
ware and software,

� COMSEC – communications security requirements, i.e., constraints on the communi-
cations between the computer system and its environment,

� TEMPEST – hardware device emanation controls,

� Physical Security – physical structure controls on the buildings that house the computer
system, e.g., locks on the doors,

� Adminstrative Security – controls of administrative practices, e.g., so that the correct
operation of the computer system is ensured,

� Personnel Security – controls on individuals, e.g., clearance requirements, and

� Other – miscellaneous controls not described above.

Each discipline contains a set of countermeasures that will be used to enforce the INFOSEC
policy. For example, the trusted system is the primary countermeasure for the COMPUSEC
discipline. For each discipline, a set of assertions describes the behavior of the countermea-
sures and a set of assumptions describes the conditions upon which the assertions are based.
A relationship exists between the disciplines such that the assumptions for one discipline are
characterized as assertions for another discipline. If they do not, a vulnerability exists. If a
threat exposes that vulnerability, then the system is at risk. Figure 3 illustrates the assumptions
and assertions tradeoff for a simple example. The two unsupported assumptions (one for the
COMPUSEC discipline and one for the administrative security discipline) represent security
vulnerabilities.

The COMPUSEC discipline embodies most of the requirements to be enforced solely by
the computer system. The COMSEC discipline may include some computer system require-
ments as well, but often those are evaluated separately from the COMPUSEC requirements.
The SPM expresses the COMPUSEC assertions and assumptions. Together the assertions and
assumptions constitute the definition of security for the trusted system.

The developer should provide both informal and formal descriptions of the SPM. The for-
mal description is required for systems targeted for TCSEC class B2 or above. The informal
description should include the assumptions, plus the user’s view of the trusted system and an
informal statement of the assertions. The formal description should define a computational
framework expressed in some mathematical notation, and the assertions should be restated in
that framework. The SPM should be supported by an assurance argument that the definition
of security is correct and complete.

2.3 Creating the SPM

The process for creating the SPM is illustrated in Figure 4. The developer considers the ef-
fect of the COMPUSEC policy on the system’s functional requirements and derives a set of
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security-critical requirements. The critical requirements state in effect, “Given that a system
with these functional requirements must enforce this security policy, how must the system’s
functional behavior be constrained so that the policy will be enforced?” The critical require-
ments are the assertions and assumptions for the trusted system. The SPM developed under this
approach provides a definition of security that is valuable as a design tool and an assurance tool,
because it is expressed in terms of the system’s operational requirements. The Secure Military
Message System (SMMS) SPM [16] used this approach. Its authors felt that keeping the ap-
plication in mind during the modeling effort was very important [18]. Other inputs to the SPM
that are not illustrated in Figure 4 include architectural assumptions about the implementation,
a source for the SPM’s mathematical notation and the TCSEC’s modeling requirements.

The computational framework for the SPM is based on assumptions about the architecture
of the completed system. The developer wants to minimize the effort required to interpret the
SPM for the top-level system specification. The choice of computational framework may vary
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depending on whether the intended architecture is, for example, distributed, parallel or mono-
lithic. If these architectural assumptions are not considered, the interpretation of the SPM for
that architecture may prove impractical.

The developer will probably use an existing formal notation for the formal description of
the SPM. This notation should be grounded formally, but the foundations do not need to ap-
pear in the SPM. Instead, the SPM’s bibliography should contain a reference to the notation’s
supporting documentation.

The TCSEC imposes only a few requirements on the SPM. For classes B2, B3 and A1,
the TCSEC requires a formal description and states that the SPM shall be “proven that it is
sufficient to enforce the security policy”. [31, p. 32] The developer must demonstrate that the
SPM restates the COMPUSEC policy completely and accurately. Because the COMPUSEC
policy is an informal document, this proof will be informal.

The TCSEC also states that the SPM “shall be maintained over the life cycle of the ADP
[Automated Data Processing] system” and it shall be “proven consistent with its axioms.” [31,
p. 31]1 The latter requirement is vague unless we understand what the TCSEC authors intend
by the term “axioms”. A probable explanation can be found in the TCSEC’s glossary, under
the entry for Formal Security Policy Model2:

A mathematically precise statement of a security policy. To be adequately precise,
such a model must represent the initial state of a system, the way in which the
system progresses from one state to another, and a definition of a “secure” state of
the system. To be acceptable as a basis for a TCB, the model must be supported
by a formal proof that if the initial state of the system satisfies the definition of a
“secure” state and if all assumptions required by the model hold, then all future
states of the system will be secure. [31, p. 113]

So, “axioms” may be interpreted as the security properties that define the secure state.

2.4 Purposes of the SPM

This section reviews the purposes of the SPM for the developer, the user and the evaluator.

2.4.1 Developer

The developer reaps the greatest benefit from the definition of the SPM. There are four ways
that the SPM serves the developer.

� Clarify the definition of security. The SPM helps the developer answer an important
question: “Is the user’s security policy consistent?”. By stating the definition of security
in a formal, computational framework, the developer can determine if the security policy
is mathematically consistent.

1There is confusion over the meaning of the phrases “proven consistent with its axioms” and “proven that it
is sufficient to enforce the security policy”. Most experts agree that the transition rules must be demonstrated via
formal proof to preserve the definition of security but that a rigorous mapping will suffice for a “proof” that the
SPM enforces the security policy. More about this later.

2In other words, the requirements implied by this definition refer mainly to the formal description of the SPM.

7



SPMCOMPUSEC
Policy

Critical
Requirements

Top
Level
Spec

Figure 5: Partial View of the Assurance Argument

� Guide the Design and Implementation. While the SPM does not describe the design of
the system, it does define constraints on the behavior that any design may exhibit. These
constraints, when interpreted for the concrete system structures specified in the top-level
design specification, provide guidance for the correct, secure design of those structures.

� Provide Context for Security Testing. The SPM provides a context for security testing
by identifying the abstract entities and operations of the system that are security-critical.
Through the SPM interpretation, the developer can identify the data structures and proce-
dures that correspond to these abstract entities and target them for security testing. Also,
the formal description of the definition of security plays a critical role in the development
of the security test plan.

� Contribute to the Assurance Argument. The assurance argument is the convincing
demonstration that the system enforces its security policy. It is constructed by associ-
ating each level of specification with the next lower and the next higher levels. At the
top are the critical requirements, and at the bottom is typically the source code for the
system. (The assurance argument is discussed more thoroughly in the Handbook chap-
ter on Assurance Mappings.) A partial view of the assurance argument is illustrated in
Figure 5. As development proceeds from the COMPUSEC policy to the top-level spec-
ification, the developer must demonstrate that each new level can be derived from the
previous one. The vectors in Figure 5 illustrate that each argument is two-way, e.g., the
SPM must restate all of the critical requirements and only those requirements.

2.4.2 User

The user’s definition of security for the trusted system is expressed informally in the COM-
PUSEC policy. However, it is difficult to analyze the policy rigorously. Formally restating the
policy in a computational framework facilitates this analysis and answers two questions for the
user.

� “Does the developer understand my definition of security?” The user should compare
the developer’s definition with his own. If the developer has misinterpreted the user’s
intentions, any misunderstandings can be eliminated before costly design mistakes are
implemented.

� “Is this really what I want?” In other words, is the definition of security reasonable?
The security policy may appear reasonable, but when it is restated precisely in a com-
putational framework, it may not be what the user intended.

It is critical to the development that both answers are affirmative.

8



2.4.3 Evaluator

For the developer, the SPM is a valuable design tool. For the user, the SPM clarifies and val-
idates his definition of security. For the evaluator, the SPM is a early and reliable measure of
the development’s success. In particular, the evaluator is concerned with these issues:

� Do the user and the developer agree on the definition of security?

� Has the developer made a concerted effort to express the definition of security rigor-
ously? Has he omitted important details? Does he understand the security policy?

� Does the developer appreciate the mechanisms necessary to enforce the definition of se-
curity? What are the potential pitfalls?

The SPM helps the evaluator determine if the developer appreciates his task. A half-hearted
attempt at defining the SPM may indicate that the developer does not appreciate the rigor re-
quired for a trusted system development effort.

2.5 Important qualities for an SPM

An SPM’s value is determined by how closely it represents the user’s view, as expressed in-
formally in the COMPUSEC policy, of the system’s correct security behavior. A good SPM
satisfies four important criteria: completeness, correctness, consistency, and clarity.

The SPM is complete if its definition of security restates all of the relevant assertions from
the COMPUSEC policy. Some assertions may be omitted from the SPM. For example, the
SPM might include all of the assertions relating to the prevention of security violations, but an
audit requirement may be omitted because it addresses the detection of those violations. The
evaluator and the developer can negotiate completeness. Typically, a mapping between the
SPM and the COMPUSEC policy is enough to demonstrate completeness. This is a two-way
mapping, i.e., all security assertions must be included in the SPM (with the possible exceptions
noted above), and all assertions included in the SPM must be derived from the COMPUSEC
policy.

The SPM is correct if its definition of security is an accurate statement of the relevant se-
curity assertions derived from the COMPUSEC policy. Correctness is the most difficult —
and the most important — criterion to satisfy. The distinction between completeness and cor-
rectness is that in the former, all appropriate assertions are included, and in the latter, they are
restated properly. While completeness can be negotiated, correctness cannot.

The SPM is consistent if it is not mathematically contradictory. An automated tool can
check for consistency. The developer should also use the formal notation consistently, e.g.,
the null set should be represented consistently throughout the model.

The SPM is clear if it is specified simply and without extraneous detail. However, the SPM
must include enough detail so that it is unambiguous. A clear specification simplifies the con-
struction of the assurance argument. Clarity is particularly important for complex security as-
sertions. It is crucial that all parties — the developer, the user and the evaluator — agree on
the definition of security.

Satisfying these four criteria is not trivial. The developer should consider using formal
methods. The specification language of a formal verification system is a useful tool because

9



it is well-defined and assists in the creation of clear and consistent structures. The verification
system’s analysis tools are useful for removing syntactic errors and minor semantic errors. The
developer should use all methods available to reduce complexity in the SPM, because if the
SPM is overly complex, the development of the trusted system is already at risk.

10



3 Understanding Modeling

The evaluation of an SPM for a trusted system must be based on objective evidence. One of the
most difficult tasks for the evaluator is finding this evidence. In this section, we will explore
modeling generally (i.e., beyond the context of security) in order to identify some basic criteria
for evaluating a model. In the next section, we will interpret these criteria for the context of
security modeling. The interpreted criteria will be the foundation for our evaluation of the
SPM.

Intuitively, a model is an abstraction of a physical system that embodies some relevant be-
havior of that system for the purpose of analysis. For example, a city planner may want to
model commuter traffic flow to simulate the effects of a proposed rail system. The model is
useful if it has the characteristics of the actual traffic flow that are critical for analysis, e.g., the
number of vehicles per hour on major arteries, but ignores details that are not so critical, such
as the number of Toyotas versus the number of Fords. The model reduces the cost of analysis
while maintaining predictable results.

The modeler must be very careful to represent all relevent entities in the model. For ex-
ample, if the city planner does not consider the proposed roundtrip ticket cost to commuters
for the rail system, then the modeler may overestimate the predicted rider base. To determine
which entities of the problem domain are relevent, the modeler must understand the primary
goals of the modeling exercise. In this example, if the primary goal is to determine how many
commuters would rather take the train than drive, then the ticket price and the proximity of rail
stations to major population centers become critical parameters.

The assumptions that underlie the model must also be identified. For example, the city
planner may assume (erroneously) that commuters are generally unwilling to carpool. As a
result, the planner may propose a smaller subsidy to the ticket price (i.e., the price is higher).
Oblivious to this assumption, someone may misinterpret the model’s results and believe that
the ticket price reflects accurately the commuter’s willingness to carpool. When reality demon-
strates that commuters are much more willing to carpool, the single-ride cost will have be be
lowered and the city will lose money. (The willingness to carpool should be a parameter of the
model instead of an assumption.) An evaluator of the model should ensure that the assump-
tions are reasonable for the application.

In summary, a model is used to analyze the behavior of a physical system. It is a design
tool that can help the developer avoid costly mistakes. If the model describes a behavior that
is unacceptable, then the design can be changed inexpensively.

While this intuitive description of the model is helpful, it is not rigorous enough to identify
and reason about the qualities and attributes of an acceptable model. For that, we turn to the
discussion of modeling provided by Zeigler [40].

3.1 Basic elements

According to Zeigler, there are three major entities in the modeling universe:

1. the real system, a source of behavioral data,

2. the model, a set of instructions for generating the behavioral data of a real system, and
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3. the computer, a computational process that can generate behavioral data when supplied
with suitably encoded model instructions.

These entities and the relationships between them are illustrated in Figure 6.
The real system refers to “nothing more or less than a source of observable data.” [40,

p.28] The system may already exist, in which case its behavior can be observed easily, or it
may not exist yet, in which case we predict its behavior from its requirements.

From the real system, we construct the model in three steps, as illustrated in Figure 7. First,
we consider a base model of the real system. The base model describes completely the behav-
ior of the real system. Unfortunately, it is too complex to write down (hence the dashed lines),
so we must identify a simplified frame of reference, called the experimental frame, from which
to observe the real system’s behavior. The base model is the union of all possible experimental
frames. The model that we actually write down, the lumped model, is valid only for the exper-
imental frame that we specify. For our simple example, the base model is the entire transporta-
tion system, the experimental frame is our purpose for modeling the system (e.g., to determine
the ridership of the proposed train), and the lumped model consists of those instructions nec-
essary to generate the behavior of the system for the purpose identified. To summarize, the
lumped model is a simplified base model for a single experimental frame, and it makes com-
puter simulation possible. Hereafter, when we say “model” we mean the lumped model.

The modeling relation in Figure 6 represents the validity of the model for reflecting the
observed behavior of the real system. The model is replicatively valid if it matches some be-
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Figure 7: The Modeling Process
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havioral data previously acquired from the real system, predictively valid if it matches the real
system’s behavioral data before that data is acquired, and structurally valid if it not only repro-
duces the real system’s behavior, but it reflects the way that the real system operated to produce
that behavior.

The computer may be either a machine or a human. The computer generates the input-
output pairs described by the lumped model. The simulation relation represents the faithful-
ness with which the computer carries out the instructions described in the model. To validate
a model one compares the simulation results with the behavior of the real system. Model val-
idation assumes that the computer realizes the model correctly; otherwise, one may confuse
faults in the computer program with faults in the model.

Simulation is an effective technique for validating the model when the real system already
exists. If the real system has not been built, then simulation is primarily effective for commu-
nicating the proposed system’s behavior (i.e., the model’s behavior) to the user, and the model
must be validated another way. We will discuss one way in Section 4.

3.2 Effective Communication

When we evaluate a model, we actually evaluate two things: the model itself and the descrip-
tion of it. The model itself exists only within the modeler’s mind. Others “know” the model
through its description; therefore, it is very important that the description be faithful and com-
plete.

According to Zeigler, complete and effective communication of the model includes an in-
formal description, a formal description, presentation of the simulation program, presentation
of the simulation experiments and their results, and conclusions about the model’s validity.
Since the problem domain we’re considering in Section 4 lessens the impact of simulation,
we’ll ignore presenting the simulation experiments and their results for now. The remaining
components are listed below.

� Informal Description

– Concept of Operations

– Assumptions

– Instructions

� Formal Description

– Computational Framework

– Instructions

� Validity Argument

Note that these items represent only the minimum for effective communication. Other top-
ics, such as a thorough introduction to the model’s domain (e.g., the discussion of requirements
for military message systems in the SMMS model [16]), are also appropriate and will be valu-
able for the reader.
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3.2.1 The Informal Description

The modeler’s progress in defining the model depends on maintaining a clear, overall image of
the work. An informal description that presents the essentials — but not the details — helps the
modeler maintain this image. However, the informal description’s greatest contribution is to
facilitate the model’s public presentation. The informal description is a natural communication
interface that helps the reader comprehend the model. To fulfill these purposes, the informal
description should include, in addition to the behavior-generating instructions, the system’s
operational concept and the assumptions under which the model was constructed.

Concept of Operations

A brief narrative of how the real system operates is useful for understanding the instructions
that are presented later. This discussion can present a user’s view of the system, i.e., at its
external interface, or it can provide a more comprehensive look at the internal workings of the
system.

Assumptions

The model describes the behavior of a system that will reside in the real world. Unless the
system is completely closed, it will interact with its environment. The assumptions state the
modeler’s beliefs about the behavior of the system’s environment. The assumptions can be
viewed as behavior-generating instructions for the environment.

The assumptions are necessary to validate the model. Without them, the model could be in-
terpreted incorrectly. The assumptions should appear early in the informal description, prefer-
ably before the instructions, so that the reader is aware of them when reviewing the instructions.

Instructions

The primary purpose of the behavior-generating instructions is to make simulation possi-
ble. However, in the informal description, the instructions also provide a forum for working out
the details of the computational framework that will be defined for the formal description. The
instructions in the informal description are expressed in natural language. A reader who is in-
terested in applying this model to his own problem should be able to infer the model’s intended
behavior easily — without having to understand a formal notation that would be necessary to
simulate it. The instructions are of the form IF x THEN y, where x denotes a condition that
must be true for the instruction to apply. The expression y describes the action that will occur
if the condition is true.

3.2.2 The Formal Description

The formal description is necessary for simulation, but it also permits the reader to analyze the
model rigorously. While the formal description sacrifices the natural communication interface
of the informal description, its formal language can facilitate analyzing the model with auto-
mated tools. Finally, the formalization helps the modeler detect omissions, inconsistencies and
ambiguities in the informal description. Gödel’s definition [8] suggests that a specification is
formal if it is mechanically checkable. Below we discuss the parts of the formal description of
the model.

14



The Computational Framework

In order to formalize the instructions, the modeler must define a computational framework.
The computational framework is more than the language in which the instructions of the model
are expressed. It is the description of the automaton on which these instructions are executed.
That automaton has a static structure and a dynamic structure. The computational framework
should contain only the elements of each structure that are required to express the instructions.
Some popular computational frameworks will be discussed more thoroughly in Section 3.3.

Formal Instructions

The instructions of the informal description are restated in the formal notation of the com-
putational framework.

3.2.3 The Validity Argument

The validity of a model (i.e., whether it is replicatively valid, predictively valid or structurally
valid) is determined relative to the experimental frame, because the experimental frame deter-
mines the scope of the model. It is important to verify that the model is defined under all of the
conditions permitted by the experimental frame and that the model is defined only under these
conditions. This can be accomplished through a mapping or other correspondence argument
between the model and the experimental frame.

There are often factors that are peculiar to a particular modeling effort that the modeler
should make explicit. For example, there may be assumptions about the model’s domain that
are not expressed in the informal description of the model, or the modeler may offer helpful
hints about interpreting the model for particular architectures.

3.3 Understanding Computational Frameworks

The computational framework is the specification of the automaton upon which the instructions
are executed. Choosing an appropriate computational framework is critical to the model’s suc-
cess. A poor framework yields a model that is difficult to understand and interpret. The choice
is especially crucial for security modeling since the model’s behavior is validated through anal-
ysis rather than simulation.

Abadi and Lamport [1] divide specification techniques into two general classes.

The popular approaches to specification are based either on states or actions. In a
state-based approach, an execution of a system is viewed as a sequence of states,
where a state is an assignment of values to some set of components. An action-
based approach views an execution as a sequence of actions. These different ap-
proaches are, in some sense, equivalent. An action can be modeled as a state change,
and a state can be modeled as an equivalence class of sequences of actions. How-
ever, the two approaches have traditionally taken very different formal directions.
State-based approaches are often rooted in logic, a specification being a formula
in some logical system. Action-based approaches have tended to use algebra, a
specification being an object that is manipulated algebraically. [1, p. 77]
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They believe that the state-based approach is more useful because it discourages oversimpli-
fication of the model.

In this section, we will briefly describe both specification techniques. First, we consider
the popular state machine approach. Then we examine two types of action-based specifica-
tions that have recently shown promise: function call traces and communication event traces.
Function call traces describe a system’s behavior by stating rules about legal sequences of the
system’s function calls. Communication event traces state rules about valid sequences of com-
munications events (i.e., inputs and outputs) of the system. The purpose of this section is to
give the reader a brief summary of the style of each technique. The reader should examine the
cited works for more information. The section will conclude with some important questions
for for the developer of the computational framework.

3.3.1 State Machines

The state machine identifies variables that define the state of the system, and it defines a tran-
sition function for changing those variables (i.e., for changing the state). The state machine
is described fully in many sources (e.g., [2, 15, 19]) but for simplicity, we present only the
definition from Arbib [2].

Definition A state machine or automatonM = (X; Y;Q; �; �), whereX is a finite
set of inputs, Y is a finite set of outputs, Q is a set of states, � is the next-state-
function, � : Q�X ! Q, and � is the next-output-function, � : Q�X ! Y .

M is a finite state machine if Q is finite. Because M associates outputs with transitions, it
is called a Mealy machine [26]. An arbitrary Mealy machine may be replaced by an equiva-
lent machineM 0 that associates outputs with states, called a Moore machine [29], and denoted
M 0 = (X; Y;Q; �; �), where � : Q ! Y . These machines are equivalent if we let � = � � �.
In our discussion, we shall treat all machines as Moore machines.

For any machine M , Q represents all possible states of the machine. Given the set of in-
puts, X , and an initial state, q0, � determines which states in Q are reachable. Any state, qi, is
distinguishable from any other state, qj , by the values of its outputs, �(qi) and �(qj), respec-
tively. We may interpret �(qi) as the values of the system’s variables in state qi, and we may
interpret X as the set of commands that can modify those values. The next-state function �
represents the behavior-generating instructions.

Communication of the state machine should include

� the inputs X , e.g., the commands of the system,

� the outputs Y ,

� how a state qi 2 Q is represented, i.e., the variables that describe the state,

� the initial state q0 of the system, i.e., the values of the descriptive variables initially,

� the output function �, which may be several functions, and

� the state transition function �.
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Two machines M and M 0 are equivalent iff

fMq j q 2 Qg = fM 0

q0 j q0 2 Q0g;

i.e., their input/output functions are equivalent.

3.3.2 Function Call Traces

Function call trace specifications [3, 20, 21], or Parnas traces, are similar to algebraic specifi-
cations [13]. According to [24], a Parnas trace specification consists of a syntax section that
lists function names and types for a software module and a semantics section that specifies the
observable behavior of that module. The behavior is described by assertions on sequences of
function calls. The assertions are constructed from logical connectives, the function calls and
their parameters, and two predicates L and V . L is true when applied to a legal trace, and V
specifies the value returned by a legal trace ending in a function call.

Consider a simple stack module [21] that permits multiple pushes and pops. The syntax
portion of the specification consists of three operations.

SYNTAX
PUSH: O : : : O

POP: [I]
TOP: ! O

The token I denotes the integers, andO represents the objects to be pushed and popped. PUSH
accepts any number of objects. POP can be parameterless or it can accept an integer represent-
ing the number of objects to pop. TOP returns a single object.

The semantics section describes the behavior of the module.

SEMANTICS
(1) L(T ) ! L(T:PUSH(o))
(2) L(T:TOP) $ L(T:POP)
(3) T:PUSH(o1; : : : ; on) � T:PUSH(o1):PUSH(o2; : : : ; on)
(4) T:POP� T:POP(1)
(5) i > 1! T:POP(i) � T:POP:POP(i� 1)
(6) T � T:PUSH(o):POP
(7) L(T:POP) ! T � T:TOP
(8) L(T ) ! V (T:PUSH(o):TOP) = o

The variables i and o range over integers and objects, respectively, the “.” is read “followed
by”, and all other symbols have their conventional meaning. In short, the semantics section
states that the behavior of any legal trace consisting of PUSHs, POPs and TOPs can be inferred
from these rules.

Two traces are equivalent, T � S, iff for any trace R, L(T:R) iff L(S:R) and for non-null
R, V (T:R) = V (S:R), if defined. Intuitively, equivalence means that the traces T:R and S:R
are indistinguishable in their future behavior with regard to L and V .
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3.3.3 Communication Event Traces

Communication event trace specifications [14, 33], or Hoare traces, describe the communica-
tions behavior between sequential processes executing concurrently. As a result, this compu-
tational framework may be applied more effectively at a higher level of abstraction than either
state machines or Parnas traces because it is well suited for concurrency (unlike state machines)
and because it does not rely on a knowledge of the software module structure (unlike Parnas
traces). However, this expressive power limits its utility at lower levels of abstraction, e.g.,
the specification of a single, sequential software process, so the evaluator may expect Hoare
traces to be used in conjunction with another computational framework.

Hoare traces are sequences of communication events, i.e., inputs and outputs, of a process.
A processP has an alphabet�P that determines the communication events ofP . Each event is
of the form ch:v, where ch names a channel over whichP communicates with other processes
and v is a value that can pass over that channel. P is described by the set of traces T of events
in which P can engage.

To better understand their use, consider the simple example of the RS-232 repeater [28].
Briefly, the repeater has an input data line, an output data line and an error line. Valid characters
received over the input data line are transmitted after some delay over the output data line.
Invalid characters are transmitted over the error line. Every valid character must be transmitted
over the output data line, only received characters are transmitted, and valid characters are
transmitted in the order they are received. These requirements make this application a good
candidate for Hoare traces since the traces preserve the order of inputs and outputs.

We introduce IN andOUT as the input data line and output data line, respectively,X as the
process termination event, # as the trace selection operator and hi as the empty trace. Given a
trace t and the channelOUT , t # OUT returns the sequence of values transmitted overOUT .
The function Valid takes a sequence of characters and returns only those characters that are
valid.3 The function Last takes a trace and returns the last element. The repeater must satisfy
the requirement ValidRelay.

ValidRelay(t1) if t1 = hi then true
elseif Last(t1) = X

then (t1 # OUT ) = Valid (t1 # IN)

The variable t1 represents a trace in which the repeater can engage, and ValidRelay must hold
for all such traces.

Hoare traces are a powerful specification tool for certain types of requirements. The reader
should examine the cited works for more information.

3.3.4 Determining the elements

Once the computational framework is selected, the modeler must determine, by examining the
requirements, what elements should be specified in the framework, i.e., what the framework
will look like. Zeigler identifies six questions for the modeler.

3We will ignore what makes the characters valid for now.
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1. What will be the model’s time base (system clock)? Does the clock advance periodi-
cally, such that changes (events) occur only at the clock transitions, or does the clock
advance smoothly and continuously? If the latter, do events occur in discrete jumps or
continuously?

The modeler must first decide if the time base needs to be modeled. While a computer
system can be modeled as a discrete time system (after all, the computer’s clock ad-
vances periodically), computer systems are typically viewed as continuous time/discrete
event systems, and the time base is not modeled explicitly.

If the time base is significant, however, then the framework must include the system’s
clock (or a similar entity) as a descriptive variable (for state machines), a function call
(for Parnas traces) or a communication event (for Hoare traces). For example, continu-
ous time/continuous event systems are often modeled as differential equations.

2. Are the model’s values represented discretely, continuously or some combination of the
two?

3. Will random values be used in the model? Models with no random values, e.g., those
whose behavior is deterministic, are relatively straightforward to analyze and are the
most common. However, recent research [30, 10, 11, 12] has demonstrated the merits
of probabilistic models for security-critical systems.

4. Will the model interact with its environment? For security models, the answer is almost
always affirmative. This quality underscores the importance of identifying as many as-
sumptions as possible in the informal description.

5. Will the model be influenced by history? Almost every security model of interest is in-
fluenced by history. For state machines, history must be represented within the definition
of state. This can be a difficult task for the modeler, because he must determine what is
historically relevant. The task is simpler for trace-based models, where history is repre-
sented by the entire trace.
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4 Modeling Security

We learned in the last section that a model is a set of instructions for generating the behav-
ioral data of a real system. The term security policy model implies that we want to model the
COMPUSEC policy. However, the COMPUSEC policy does not (generally) exhibit behavior.
It describes how the behavior of the real system must be constrained. Consequently, an SPM
is a set of instructions for generating the behavioral data of a real system4 that is constrained
by the COMPUSEC policy.

Recall from Section 2.2 that the COMPUSEC policy identifies the assertions to be enforced
by the COMPUSEC countermeasures, as well as the assumptions on which those assertions are
based. In Section 2.3, we discussed how the COMPUSEC policy and the computer functional
requirements are combined to derive the assertions (and perhaps identify more assumptions)
for the SPM. These assertions must be enforced by the architecture that will also satisfy the
computer functional requirements. Since the SPM generates the behavior of the proposed sys-
tem through its instructions, and since this behavior must satisfy the constraints of the asser-
tions, the instructions of the SPM must be demonstrated to satisfy the assertions of the SPM.
We do so by including the assertions in the SPM and demonstrating that the instructions obey
them. We also include the assumptions for clarity.

Figure 8 interprets Figure 7 (“The Modeling Process”) for modeling security. As before,
we hypothesize the base model by examining the functional requirements that the system must
satisfy. The COMPUSEC policy becomes the experimental frame from which we view the
base model. The resulting lumped model, the SPM, defines the critical requirements for the
system, and it is valid only for those functional requirements and that COMPUSEC policy.

Effective communication of the SPM (listed below) must include the assertions and the
assumptions. The informal description expresses the assertions in the context of the user’s
view of operations. The formal description restates the assertions within the computational
framework. Since the instructions and the assertions are both stated formally, we can prove
that the instructions satisfy the assertions.

� Informal Description

– User’s View of Operation

4For TCSEC evaluations, the real system is the trusted computing base (TCB).

Base
Model

Experimental
Frame

Lumped
Model

COMPUSEC
Policy

SPM
Functional

Requirements

Figure 8: The Security Modeling Process
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– Assumptions

– Assertions

– Instructions

� Formal Description

– Computational Framework

– Assertions

– Instructions

� Validity Argument

4.1 How the SPM is Different from Ordinary Models

This section discusses how security affects the communication of a model. In particular, we
review the concept of operations, the assumptions, the computational framework, the instruc-
tions and the argument for validity.

4.1.1 User’s View of Operations

In Section 3.2.1, we identified the concept of operations as part of the informal description
of the model. For security models, we adopt the approach of the SMMS model [16] which
contains a User’s View of Operations that describes the system at its external interface. This
view is more appropriate for an SPM since security is usually defined at the external interface
of the system.

The user’s view of operations is a forum for discussing the system’s complete behavior,
including non-security-relevant behavior. Such discussion will help the reader appreciate the
context in which the security constraints are being applied. It will also help the evaluator assess
the user’s interaction with the system to determine whether appropriate constraints are defined.

4.1.2 Assumptions

In addition to assumptions from the COMPUSEC policy that are necessary to validate the
SPM, the developer may include assumptions about the system’s implementation that simplify
the SPM. For example, if an off-the-shelf cryptographic chip will be used, then assumptions
about the existence and correct operation of that chip are appropriate. For trusted systems, an
analogous comment can be made about the role of the trusted products upon which the system
is based (more about this in Section 5).

4.1.3 The Computational Framework

Writing the critical requirements in the informal description of the SPM is straightforward.
However, restating these requirements formally within a computational framework is less triv-
ial. Below we revisit the computational frameworks discussed in Section 3.3 and discuss how
the constraints should be expressed within them.

21



Using state machines. For state machines, we want to constrain the state, i.e., the values that
its variables can have, and the transitions between states. Constraining just the states or just
the transitions is not sufficient [22]. Security is demonstrated inductively for state machines:
if the machine begins in a secure state, and if all reachable states are secure, then the machine
is secure.

To make our task easier, we recognize that for secure systems, we are not concerned with
the values of all system variables but just the security-relevant ones. Consequently, we de-
fine the state explicitly as the cross-product of all security-relevant variables. To illustrate this
point, we present the simple state machine model described by McLean [23].

The system is a quadruple, � = (V;R; T; vinit), where V is the set of states, R is a set of
requests or commands to change the state, T is the transition function, and vinit is the system’s
initial state, and vinit 2 V .

We identify the security-relevant variables of the system:

� S is the finite set of subjects, or active entities, of the system. Subjects represent users
and the processes acting on their behalf.

� O is the finite set of objects, or passive entities, of the system. Objects represent files
and other storage entities.

� L is the finite set of security levels that can be assigned to subjects and objects. The set
is ordered by the relation �, or predecessor. In our simple example, the set is totally
ordered, but in practice, the set could resemble a lattice (c.f. [4]).

� A = fread, write, executeg is the finite set of accesses that a subject may have to an
object.

� B = P(S�O�A) is the set of all possible access sets, whereP is the powerset function.

� F = (fs; fo), where fs : S ! L and fo : O! L, represents all possible security levels
of subjects and objects, respectively.

Note that by examining b 2 B, fs and fo, we can determine the values of the other variables,
so it is sufficient to state that V � B � F . The transition function, T : S � R � V ! V ,
moves� to a new state given a subject’s request in the old state. Finally, we declare an auxiliary
constant function,C = (cs; co), where cs : S ! P(S) and co : O! P(S), to represent all the
subjects that can modify a particular subject’s clearance and all the subjects that can modify
an object’s classification, respectively.

Constraints on states are assertions on the values of b, fs and fo. For example, McLean
asserts that a state v = (b; f) is simple secure if for each element b of the form (x; y;read),
fs(x) � fo(y). In other words, if a subject x has “read” access to an object y in some state v,
then the clearance of x must be greater than the classification of y.

Constraints on state transitions are assertions on the values of the state variables in a new
state, v0 2 V , given the values of those variables in an old state, v 2 V , where there exists
some s 2 S and r 2 R such that T (s; r; v) = v0. For example, the state transition assertion
might state that some relationship must exist between fo(o), where o 2 O, in the new state and
fo(o) in the old state (e.g., the classification of object o must not change).
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Using Parnas Traces. To constrain Parnas traces, the developer states explicitly, using the
legal and value functions,L andV , what a legal trace is and what values it may return according
to the constraints. If necessary, the developer must add new rules to the semantics section to
express the constraints. See McLean [24] for examples.

McLean [24] has specified a definition of security using Parnas traces, but the framework
has not been applied to an operational system. For an interesting comparison of a system mod-
eled using both a state machine and Parnas traces, read Landwehr, Heitmeyer and McLean [16]
and Cross [5].

Using Hoare Traces. Like Parnas traces, the developer using Hoare traces must define the
set of acceptable traces; however, in this case, the exercise involves constraining the presence
and order in the trace of security-sensitive communication events. For an example, read Payne,
Moore, Mihelcic and Hayman [36].

4.1.4 The Instructions

A significant debate exists about whether the behavior-generating instructions should be in-
cluded in the SPM. McLean [24] notes,

[T]here are two related, but distinct, senses of the term security model [: : :] In the
more limited use of the term, a security model specifies a particular mechanism
for enforcing confidentiality [: : :] In the more general usage of the term, security
models are specifications of a system’s confidentiality requirements and are not
‘models’ at all in that they specify security requirements without describing any
particular mechanism for implementing these requirements.

The “particular mechanism” to which McLean refers are the behavior-generating instructions.
Since the state machine framework is prominent within the security community, these instruc-
tions are often called transition rules. Millen [27] refers to SPMs with transition rules as con-
crete, because they are specific to a particular architecture. Similarly, SPMs without the rules
are called abstract.

Historically, the concrete SPM is preferred. The popular SPM by Bell and LaPadula [4]5,
for example, has eleven transition rules. In general, transition rules simplify the interpretation
of the SPM for a particular architecture. However, McLean’s point is that the SPM can satisfy
its purposes without transition rules. The modeler can instead state properties that must be true
of all transition rules, so he is freed from making design decisions prematurely. However, the
modeler may err interpreting these properties for more concrete structures, so there is some
tradeoff.

The SMMS SPM [16] is an abstract SPM. It expresses constraints on states and constraints
on an abstract state transition function. Unlike the Bell and LaPadula SPM, which embeds the
state transition constraints within its transition rules, the SMMS SPM makes its state transi-
tion constraints explicit and defers the specification of the transition rules. Security-critical
functions of the SMMS are demonstrated formally to satisfy the state transition constraints.

The SPM of Gove, Williams and Jaworski [9] combines the approaches of Bell and La-
Padula and the SMMS authors. It includes transition rules (or at least it is designed to include

5The Bell and LaPadula SPM inspired the TCSEC’s modeling requirements.
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them), but it also defines explicit state transition constraints that the rules must satisfy. The
state transition constraints, together with the state constraints, make the definition of security
explicit, and the transition rules simplify the interpretation of the SPM.

The latter approach may be the most practical for modeling trusted systems. Since the defi-
nition of security is usually complex for these systems, it is prudent to specify it without making
the design decisions that would be necessary to express the instructions. On the other hand,
once the definition is expressed, the instructions form a convenient bridge for completing the
interpretation of the model to the top-level design specification.

4.1.5 The Validity Argument

Unlike the models addressed by Zeigler, which are for natural systems that can be measured,
the SPM models the behavior of an artificial system (the computer) thatdoes not exist yet. Nev-
ertheless, we can interpret Zeigler’s definition of validity, i.e., replicatively valid, predictively
valid or structurally valid, for the SPM. If the SPM generates outputs (in simulation) that, given
the inputs, are consistent with the trusted system’s critical requirements, and if the trusted sys-
tem is built to also generate those outputs, then the SPM is predictively valid. If the trusted
system is built to perform exactly as the model specifies (i.e., the trusted system’s transforma-
tions are identical to the SPM’s), then the SPM is structurally valid. The assurance argument
determines predictive or structurally validity. Because the trusted system does not exist, the
SPM cannot be replicatively valid.

The SPM must be valid for its experimental frame, i.e., the COMPUSEC policy. This
means that the SPM must model all of the relevant requirements of the COMPUSEC policy
and only those requirements. (The relevance of a particular requirement was discussed in Sec-
tion 2.5.) The most straightforward approach is to demonstrate through a two-way mapping
that the critical requirements are derived completely and exclusively from the relevant require-
ments of the COMPUSEC policy.

To complete the overall assurance argument for the system, it is also necessary to demon-
strate that the assertions of the formal description correspond to the assertions of the informal
description. This demonstration should be performed as the formal assertions are specified.

Finally, if instructions are included in the SPM, the TCSEC states that the formal instruc-
tions must be shown formally through proof to satisfy the assertions.

24



5 The Trusted Product SPM

Trusted systems usually contain trusted products. Trusted products are evaluated against the
TCSEC and awarded a rating such as B1 or A1. This rating reflects not only the security mech-
anisms that the trusted product uses but also the assurance that those mechanisms function as
intended. The trusted system relies on the product’s features and assurance for its correct, se-
cure operation.

Typically, the product enforces only a portion of the COMPUSEC policy. The developer
is left with three choices for enforcing the remaining requirements.

1. Develop the trusted system from scratch, i.e., ignore the trusted product. This choice is
almost never feasible for economic reasons.

2. Develop the trusted system on a product that enforces some requirements and modify the
product as necessary to enforce the remaining requirements. This choice, like the first,
usually requires a complete re-evaluation of the product and can be very expensive. In
addition, the developer is challenged to integrate the documentation for the unmodified
portions of the product into the new system documentation.

3. Develop the trusted system on a product that enforces some requirements and provide
enforcement for the remaining, application-specific requirements in a trusted component
that is completely external to the trusted product, i.e., do not modify the product.

Choice 3 is the most attractive if it is feasible. It is very similar to the concept of TCB
subsetting described by Shockley and Schell [38]. First, this choice usually yields the shortest
development and evaluation times for the system, because a significant part of the system, i.e.,
the product, is already developed and evaluated. Second, the product provides a well-defined
interface for the design of the application-specific component, and documents prepared for the
product (such as planning documents and design documents) can provide guidance for writ-
ing similar documents for the application-specific component. Third, the system developer is
relieved from demonstrating in the model that certain COMPUSEC requirements, i.e., those
enforced by the product, are properly enforced by the system.

However, the developer must confirm that the security policy enforced by the product is
compatible with the COMPUSEC policy to be enforced by the system.6 Otherwise, it may
be necessary to “turn off” the mechanisms in the product that enforce additional policies. This
kind of modification may require re-evaluation of the product. Ensuring compatibility between
the system and product security policies should occur while the product is still under evalua-
tion.

Guidelines for writing the trusted system’s SPM, given the trusted product’s SPM, are pro-
vided below. These guidelines assume that development choice 3 is being used. In other words,
the developer is building the trusted system using a trusted product, and the product will not be
modified. All application-specific requirements will be enforced in a trusted component that
sits “on top of” the trusted product.

6In most cases, “compatibility” is achieved if the system’s COMPUSEC policy is a restriction of the products
security policy.
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1. Compare the trusted system’s COMPUSEC policy with the trusted product’s security
policy. If the COMPUSEC policy is compatible with the product’s policy, then an application-
specific trusted component can be built on this product. Otherwise, either hide the dif-
ferences in the component or choose another product.

2. Write the SPM, both the informal and formal descriptions, for the trusted system. Try
to keep the computational framework for the trusted system’s SPM consistent with the
computational framework for the trusted product’s SPM.

3. Map the computational framework of the system’s SPM to the computational framework
for the product’s SPM. This mapping demonstrates, in an abstract way, how the system
will “use” the product. For example, how will users, or their representation to the system,
be implemented by the product? Such information is crucial for a successful design.

4. Compare the system SPM’s formal security assertions to the product SPM’s formal se-
curity assertions using the mapping. This comparison should identify exactly what the
application-specific trusted component must enforce and what the trusted product will
enforce.

5. Reclassify the assertions that the product will enforce as assumptions for the trusted sys-
tem.

This approach is illustrated in [37].
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6 The Evaluation

The evaluator should assess the SPM’s communication (see Section 4) against the four qual-
ity requirements identified in Section 2.5 (completeness, correctness, consistency and clarity).
Then the SPM should be examined to determine if it satisfies the purposes described in Sec-
tion 2.4. This latter review should include an assessment of the SPM’s definition of security.

A comprehensive evaluation of the SPM’s communication requires knowledge of the sys-
tem’s mission. A simple checklist cannot be constructed for all cases. However, we can pro-
vide some motivating questions for the evaluator. These questions are only a starting point.

� The Informal Description

– Concept of Operations: Is the behavior described here consistent with the in-
tended behavior of the system as identified in the COMPUSEC functional require-
ments? Have all of the security-relevant, user-visible operations been identified?
Is the description clear enough for the user to understand the role he or she plays
in the overall mission and how the trusted system constrains that role?

– Assumptions: Are all assumptions from the COMPUSEC policy identified? If
no assumptions are stated in the COMPUSEC policy, then the developer should
attempt to state the assumptions about the other INFOSEC disciplines here. Are
all assumptions about the system’s implementation identified? For example, if a
trusted product will be used, are all of the assumptions about the security behavior
of that product noted?

– Assertions: Can the assertions stated here be derived from the COMPUSEC pol-
icy? Is the definition of security expressed by these assertions reasonable for this
trusted system and this mission?

– Instructions: If included (see Section 4.1.4), is the behavior that they describe
consistent (or at least more restrictive) than the behavior allowed by the COM-
PUSEC functional requirements? The evaluator may also assess here whether the
behavior described by the instructions satisfies the assertions.

� The Formal Description

– Computational Framework: Is the computational framework selected appropri-
ate for this system and mission? Have all relevant elements of the framework been
defined? Is the framework itself consistent and clear?

– Assertions: Are these assertions a complete and correct formal restatement of the
assertions of the informal description? Are they stated correctly within computa-
tional framework?

– Instructions: If they are included, are these instructions a complete and correct
formal restatement of the instructions stated in the informal description? Are they
stated correctly within the computational framework?

� The Validity Argument

27



Is the derivation of the COMPUSEC policy to the SPM assertions and assumptions dis-
cussed here? Is the derivation complete and correct? Are the formal instructions proven
to satisfy the formal assertions?
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